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Our VOT2015 Submission

<ball2>
Accuracy=0.80, Failures=0.00 

<godfather>
Accuracy=0.52, Failures=0.13 

<sphere>
Accuracy=0.74, Failures=0.00 

<octopus> 
Accuracy=0.62, Failures=0.00 

<soldier>
Accuracy=0.51, Failures=0.07 

<wiper>
Accuracy=0.69, Failures=0.13 

Ground-truth Our 15 repetitions

<Average over all sequences>
Accuracy = 0.60, Failures = 0.77
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Key Idea

A Deep Convolutional Neural Network 
trained on large amounts of visual tracking data
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Convolutional Neural Networks (CNNs)

• Image Classification
[Krizhevsky et al. NIPS’12]
[Szegedy et al. CVPR’15]
[Simonyan et al. ICLR’15]
…

• Object Detection
[Sermanet et al. ICLR’14]
[Girshick et al. CVPR’14]
[He et al. ECCV’14]
…

• Semantic Segmentation
[Chen et al. ICLR’15]
[Long et al. CVPR’15]
[Noh et al. ICCV’15]
…

• Face Recognition, Image Captioning, Question Answering, … 
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Top-Performing Trackers from VOT2014

[Kristan et al. ECCVW’14]

Low-Level Features
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Deep Learning for Visual Tracking

• Stacked Denoising Autoencoder
[Wang et al. NIPS’13]

• Pool of CNNs
[Li et al. BMVC’14]

• CNN + Online SVM
[Hong et al. ICML’15]

• Structured output CNN
[Wang et al. Arxiv’15]
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Deep Learning for Visual Tracking

• Stacked Denoising Autoencoder
[Wang et al. NIPS’13]

• Pool of CNNs
[Li et al. BMVC’14]

• CNN + Online SVM
[Hong et al. ICML’15]

• Structured output CNN
[Wang et al. Arxiv’15]

Defeated by low-level feature based methods
- MUSTer (HOG, color, SIFT) [Hong et al. CVPR’15] 

- LCT (HOG, intensity) [Ma et al. CVPR’15]
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Issues with CNNs for Visual Tracking

• Lack of training data

1 labeled frame Overfitting!!

Large-scale 
classification dataset [Hong et al. ICML’15]

[Wang et al. Arxiv’15]

Pretrain using ImageNet?

Limited effect due to the 
fundamental difference 
between different tasks! 
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Goal

• Exploit external tracking data to train CNN features for tracking!

1 labeled frame

Large-scale 
visual tracking dataset
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Challenge

• Inconsistent training data across tracking sequences (domains).

Target Background
Domain 1

Target Background
Domain 2

Target Background
Domain 3

Target Background
Domain 4
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Challenge

• Inconsistent training data across tracking sequences (domains).

???Target Background
Domain 1

Target Background
Domain 2

Target Background
Domain 3

Target Background
Domain 4

Target

Background
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Our Approach

• Training shared features and domain-specific classifiers jointly.

Domain-specific classifiers
Domain 1

Domain 2

Domain 3

Domain 4

Shared feature representation
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Our Approach

• Training shared features and domain-specific classifiers jointly.

Domain-specific classifiers
Domain 1

Domain 2

Domain 3

Domain 4

Transfer to a new domain

Shared feature representation
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MDNet: Multi-Domain Network
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• Train the network for each domain iteratively.

MDNet: Learning Algorithm
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• Iteration #nK+1

MDNet: Learning Algorithm
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• Iteration #nK+2

MDNet: Learning Algorithm
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• Iteration #nK

MDNet: Learning Algorithm
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Online Tracking using MDNet Features

Transfer shared features

New Sequence

19



Online Tracking using MDNet Features

Fine-Tuning

Transfer shared features

New Sequence
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Online Tracking: Overview

Update the 
CNN if needed

Find the 
optimal state

Collect training 
samples

Draw target 
candidates

𝐱𝐱∗ = argmax
𝑖𝑖

𝑓𝑓+(x𝑖𝑖)

Frame 𝑡𝑡 ≥ 2

Repeat for the next frame

𝑓𝑓+(⋅): positive score
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• Short-Term Updates
- performed at abrupt appearance 

changes (𝑓𝑓+(𝐱𝐱∗) < 0.5)
- using short-term training samples
- For Adaptiveness

Online Network Updates

Frame #

• Long-Term Updates
- performed at regular intervals
- using long-term training samples
- For Robustness

Long-term updates

Short-term updates

1 0.82 0.91 0.86 0.93 0.94 0.85 0.73 0.78 0.66 0.38 0.53 0.47 0.62 0.83 0.88𝑓𝑓+(𝐱𝐱∗)
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Hard Negative Mining

Pool of 
Positive 
Samples

Pool of 
Negative 
Samples

A MINIBATCH

Training 
CNN

Randomly 
draw 𝑀𝑀−

samples

Select 𝑀𝑀ℎ
−(≪ 𝑀𝑀−)

samples with 
highest 𝑓𝑓+ scores

Randomly 
draw 𝑀𝑀+

samples

• Provide a “hard” minibatch in each training iteration.
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Hard Negative Mining

1st minibatch 5th minibatch 30th minibatch

Positive sample Negative sample

Training iteration
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Bounding Box Regression

• Improve the localization quality. 
- DPM [Felzenszwalb et al. PAMI’10]
- R-CNN [Girshick et al. CVPR’14]

Train a bounding box 
regression model.

Adjust the tracking result by 
bounding box regression.

Frame 1 Frame 𝒕𝒕 ≥ 𝟐𝟐

Tracking result

Ground-Truth

Positive samples
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Experimental Results

- Result on VOT2014 [Kristan et al. ECCVW’14]

- Result on OTB50 [Wu et al. CVPR’13]

- Result on OTB100 [Wu et al. PAMI’15]

- Component Analysis



Result on VOT2014 [Kristan et al. ECCVW’14]

• MDNet is trained with 89 sequences from {OTB100} excluding {VOT2014}
• Accuracy and robustness by baseline and region-noise experiments 
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Qualitative Results on VOT2014 (w/o re-initialization)

MDNet (Ours) MUSTer MEEM DSST KCF
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Result on OTB50 [Wu et al. CVPR’13]

• MDNet is trained with 58 sequences from {VOT’13,’14,’15} excluding {OTB100}
• Distance precision and overlap success rate by One-Pass-Evaluation (OPE)
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Result on OTB100 [Wu et al. TPAMI’15]

• MDNet is trained with 58 sequences from {VOT’13,’14,’15} excluding {OTB100}
• Distance precision and overlap success rate by One-Pass-Evaluation (OPE)
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Qualitative Results on OTB100

MDNet (Ours) MUSTer MEEM DSST CNN-SVM
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Component Analysis (OTB100)

• Our method (MDNet) is compared with
- SDNet: pretrained by a single-domain network
- MDNet-BB: MDNet w/o bounding box regression
- MDNet-BB-HM: MDNet w/o bounding box regression & hard minibatch

mining
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• MDNet for learning generic features for visual tracking

• Online tracking algorithm by transferring MDNet features
- Complementary network update 
- Hard negative mining 
- Bounding box regression

• Outstanding Performance in VOT2014, OTB50 and OTB100

• The Best Submitted Tracker on VOT2015 Challenge!

Summary
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For More Details…

• Please refer to our arXiv paper.

• Code and results will be uploaded soon. 
- http://cvlab.postech.ac.kr
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http://cvlab.postech.ac.kr/
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